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章节名称：线性回归相关概念

知识目标：理解相关与回归的基本概念；理解线性回归的基本原理。

能力目标：能够使用线性回归计算相关系数，如斜率和截距。

素质目标：学习基础知识，提高选择合适方法解决不同问题的能力；养成分析问题、事先做好准本的良好习惯。

知识重点：一元线性回归和多元线性回归的区别和适用场景。

知识难点：评估线性回归模型的拟合度。

（1）相关与回归

1. 相关：

定义：描述的是两个变量之间的统计关系。相关性指的是两个变量之间的相互关系，它表明一个变量如何随着另一个变量的变化而变化。

特点：相关性不意味着因果关系，即使两个变量高度相关，也不代表一个变量的变化导致了另一个变量的变化。

1. 回归：

定义：回归分析是用于预测因变量值或估计变量之间关系的统计过程。回归分析是一种统计方法，用于评估和建模一个或多个自变量（解释变量）和一个因变量（响应变量）之间的依赖关系。

特点：回归分析可以用来探究变量之间的因果关系，尤其是在进行因果推断时，研究者会使用各种回归模型来控制混淆变量，尝试揭示变量间的因果联系。

（2）一元线性回归

一元线性回归是回归分析中最简单的一种形式，它描述了两个连续变量之间的线性关系，其中一个变量是自变量（通常表示为x），另一个是因变量（通常表示为f(x)）。一元线性回归的目的是通过自变量x来预测因变量f(x)的值。

定义：一元线性回归是一种统计模型，训练样本数据集中的特征变量和标签只有一个，即只有一个自变量x和一个因变量f(x)组成的模型，可以表示为：

其中：

1. f(x)是因变量，即我们想要预测的变量。
2. x是自变量，即用来预测f(x)的变量。
3. b是截距，表示当x等于0时f(x)的期望值。
4. w是斜率，表示x每增加一个单位，f(x)期望增加的数量。

一元线性回归的主要任务是通过数据集来估计参数b（截距）和w（斜率），使得模型的预测值与实际观测值之间的差异最小。

1. 多元线性回归

定义：多元线性回归是一个统计模型，它描述多个自变量x1, x2, ..., xn与一个因变量f(x)之间的线性关系，可以表示为：

其中：

1. f(x)是因变量，即我们想要预测的变量。
2. x1, x2, ..., xn是自变量，即用来预测f(x)的变量。
3. b是截距，表示当自变量等于0时f(x)的期望值。
4. w1,w2,w3...wn是斜率参数，表示每个自变量对因变量的影响程度，即每个自变量变化一个单位时f(x)的期望变化量。